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Abstract

Understanding and predicting materials corrosion under electrochemical
environments are of increasing importance to both established and devel-
oping industries and technologies, including construction, marine materi-
als, geology, and biomedicine, as well as to energy generation, storage, and
conversion. Owing to recent progress in the accuracy and capability of den-
sity functional theory (DFT) calculations to describe the thermodynamic
stability of materials, this powerful computational tool can be used both to
describe materials corrosion and to design materials with the desired corro-
sion resistance by using first-principles electrochemical phase diagrams.We
review the progress in simulating electrochemical phase diagrams of bulk
solids, surface systems, and point defects in materials using DFT methods
as well as the application of these ab initio phase diagrams in realistic en-
vironments. We conclude by summarizing the remaining challenges in the
thermodynamic modeling of materials corrosion and promising future re-
search directions.
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1. INTRODUCTION

Materials selection focuses on finding a compound/alloy or composite that exhibits superior prop-
erties for a targeted application. Common examples include optimizing mechanical properties for
structural materials applications (1–4) and photochemical/chemical reactivities for catalysts and
electrodes (5–9). Beyond the primary property of interest, however, the metallurgical and electro-
chemical stability of thematerial is another critical factor determining its performance and lifetime
in aqueous environments, e.g., marine, biomedical, catalytical, and geological environments (1, 3,
6, 8–15). The ubiquitous battle against materials degradation in industry and government in the
form of corrosion accounts for 3 ± 2% of the gross domestic/national product of the countries in
the world (16), which clearly demonstrates the economic necessity of corrosion research.

According to data from theWeb of Knowledge database (17), we have witnessed in the last decade
a fast increase in the application of density functional theory (DFT) to corrosion problems (see the
DFT + corrosion curve in Figure 1a). Nonetheless, it is still not comparable to the broad appli-
cation of DFT methods in alloy studies (see the DFT + alloy curve in Figure 1a). For corrosion
in a specific field (e.g., alloys), the application of DFT is growing but still in a relatively prelimi-
nary stage (see the DFT + alloy + corrosion curve in Figure 1a). Furthermore, according to the
World Population Ageing 2017 report published by the United Nations (18), the aged population
will double within 30 years (Figure 1b, inset), which indicates that artificial biomedical implants
to replace degraded bones will increase at a high rate over that period. Although the corrosion
behaviors and toxicities of alloy implants in in vivo environments have been studied intensively
for decades (3, 10, 12, 19–25), the use of DFT approaches to solve biomedical problems remains
in its infancy (Figure 1b). To that end, we explain and review DFT approaches to understand-
ing materials corrosion in broad areas of materials research while highlighting recent significant
achievements in using these first-principles methods.

The corrosion behaviors of materials, such as metallic alloys, are always determined by various
intrinsic drivers—composition, nanostructure, morphology, and defects—of metal substrates and
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(a) The number of publications from 1988 to 2018 according to theWeb of Knowledge database (17) (by Clarivate Analytics 2018,
http://apps.webofknowledge.com) with keywords of density functional theory + alloy + corrosion, density functional theory +
corrosion, and density functional theory + alloy. (b) The number of publications searched with keywords of density functional theory +
biomedicine. The inset shows the estimated/projected world aged populations in different years. Data from theWorld Population Aging
2017 report by the United Nations (18). The numbers of publications in 2018 in panels a and b are projected on the basis of the data for
the first half of 2018.
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passivating layers and extrinsic environmental factors or dependencies—voltage bias, electrolyte
solution, and temperature—as well as the possible interactions among all of these factors (13,
26–29). Electrochemical phase diagrams with respect to many ubiquitous environmental param-
eters (e.g., solution pH, electrode potential, aqueous ion concentration, dissolved gases, complex
agents, and temperature) can be used to effectively understand and predict many stability trends
of materials under complex and variable corrosion environments, including reduction, oxidation,
and dissolution trends (30–37). It is challenging for experimental approaches to disentangle the
roles of different factors and mechanisms in the complex process of corrosion. In addition, it is
difficult to construct electrochemical phase diagrams by direct and comprehensive measurements
owing to challenges in controlling all environmental conditions, in controlling kinetic factors,
and in probing at the relevant length scales and timescales the cooperating and competing micro-
scopic mechanisms. In such scenarios, DFT calculations are a promising alternative method to
disentangle and identify important microscopic mechanisms while predicting useful phenomena.
The success of DFT relies on its accuracy (the error should be within the chemical threshold of
∼10−2 eV per atom) and its capability (there should be feasible approaches available to deal with
complex cases), which are the main reasons why the DFT community has maneuvered into the
materials corrosion field.

In the following, we review important basic principles for electrochemical phase diagrams of
materials and the use of DFT to obtain the free energies that are required in the simulation of
electrochemical stabilities. Then, we discuss developments in state-of-the-art DFT-based simu-
lation methods for constructing electrochemical phase diagrams of different bulk and defective
systems, including transition metals and their compounds, solid surfaces and the adsorbates on
them, and defects in oxides. The impact of these DFT methods on the materials corrosion field is
demonstrated using realistic examples. Last, we describe key challenges and opportunities for the
future application of DFT methods to materials corrosion.

2. PRINCIPLES OF ELECTROCHEMICAL PHASE DIAGRAMS

2.1. Pourbaix Diagrams

The electrochemical phase diagrams of materials with respect to solution pH and electrode po-
tential (Up) were first established byMarcel Pourbaix (30) and are thus termed Pourbaix diagrams.
There are also many derivatives of a Pourbaix diagram, e.g., chemical stability diagrams, specia-
tion diagrams, and predominance diagrams (30, 38, 39), which are used to describe the stability of
materials under various electrochemical conditions. Although these diagrams present the electro-
chemical stabilities of the involved species in manners that differ from the Pourbaix diagram, the
processes to model them are similar and require the same energies and electrochemical formula as
input. For that reason, we limit our discussion to the DFT simulation of Pourbaix diagrams. Pour-
baix diagramsmap the phase domains corresponding to metals, oxides, hydroxides, oxyhydroxides,
and aqueous ions within the considered ranges of pH (e.g., ∈ [−2, 16]) andUp (e.g., ∈ [−3, 3] V),
as shown by the Ti Pourbaix diagram in Figure 2. In Pourbaix diagrams, the standard hydrogen
electrode (SHE) is used as the potential reference (30), where 0 V corresponds to the electrode
potential for H2 evolution at [H+] = 1 M (pH = 0). SHE is a convenient reference electrode
for simulating the electrochemical energies and phase diagrams, although many other kinds of
reference electrodes, which rely on other redox reactions, are actively used in electrochemical
experiments (40) (see sidebar titled Reference Electrode Potentials).

Pourbaix diagrams find prototypical use in predicting the stabilities of materials used in pho-
tocatalysts and electrochemical catalysis, because they can help reveal the corrosion resistance of
these catalysts under some possible operating conditions, e.g., TiO2 under solar irradiation. TiO2
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Figure 2

Calculated Ti Pourbaix diagrams using density functional theory (DFT) with Heyd-Scuseria-Ernzerhof (HSE)-type screened
Hartree-Fock exchange. (a) Ti Pourbaix diagrams at aqueous ion concentration [I] of 10−3 M (red dashed line), 10−6 M (black solid line),
and 10−9 M (dotted blue line). (b) Ti Pourbaix diagram (at [I] = 10−6 M) with the positions of the valence band maximum (VBM)
(Up = 1.64 − 0.059 · pH) and conduction band minimum (CBM) (Up = −0.38 − 0.059 · pH) of rutile TiO2, as well as the phase
boundaries for water oxidation (upper,Up = 1.23 − 0.059 · pH) and water reduction (lower,Up = −0.059 · pH). Vibrational free
energies are included and efficiently calculated at the DFT-PBEsol (Perdew-Burke-Ernzerhof revised for solids) level in both panels a
and b. Figure adapted with permission from Reference 41. Copyright 2015, American Physical Society.

is a superior catalyst for water splitting and organic contaminant decomposition (41), and the
stability of these properties can be gleaned from the relative positions of its dissolution bound-
aries, the valence band maximum (VBM) and conduction band minimum (CBM), and the sta-
bility boundaries of water (or an organic contaminant to decompose) in the Pourbaix diagram

REFERENCE ELECTRODE POTENTIALS

In addition to the standard hydrogen electrode (SHE), other reference electrodes include the following:

� Saturated calomel electrode (SCE) (Hg/Hg2Cl2 electrode): The reference potential is higher than SHE by
0.241 (0.244) V in saturated KCl (saturated Hg2Cl2) and at 25°C.

� Silver chloride electrode (Ag/AgCl): The reference potential is higher than SHE by 0.197 V in saturated KCl
and at 25°C.

� Copper–copper sulfate electrode (CSE) (Cu/saturated CuSO4): The reference potential is higher than SHE
by 0.314 V at 25°C.

� Mercury–mercurous sulfate electrode (MSE) (Hg/Hg2SO4): The reference potential is higher than SHE by
0.640 V in saturated K2SO4 and at 25°C.

� Silver–silver sulfate electrode (SSE) (Ag/Ag2SO4): The reference potential is higher than SHE by 0.680 V in
saturated K2SO4 and at 25°C.

� Reversible hydrogen electrode (RHE): The pH-dependent reference potential is lower than SHE by
0.0592 · pH.

Many water electrolysis experiments use the RHE as a natural reference because the equilibrium is established
quickly and because the reaction is quite reversible and constant with time and maintains zero electrode potential
at any temperature.
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(Figure 2b). The positions of the VBM and CBM are always within the phase domain of TiO2 but
are fully beyond that of the water redox values. This means that TiO2 will be stable under both
(a) an open circuit potential generated by VBM–CBM electronic excitations and (b) the electrode
potentials for the evolutions of H2 and O2 gases (i.e., water electrolysis occurs). This aforemen-
tioned electrochemical analysis to describe photocatalyst stability can be readily transferred to
predict the effects of electromagnetic irradiation on materials corrosion from simulated Pourbaix
diagrams. A key aspect for this analysis is that the relative positions of the VBM and CBM are
accurately calculated, which is now possible using advanced exchange-correlation functionals to
DFT (42–47). Furthermore, metastable materials can also be studied using Pourbaix diagrams,
with the most stable materials phases excluded in the simulated phase diagram. Such metastable
Pourbaix diagrams can help in understanding and predicting precipitation reactions and the tran-
sient formation of intermediate phases in realistic situations in which rates become important
(48, 49).

2.2. Navigating Pourbaix Diagrams

Pourbaix diagrams typically exhibit phase space that is partitioned among three general domains:
an immunity domain where the metal/alloy is stable; a passivation domain defined by, for exam-
ple, the associated oxides and hydroxides; and a corrosion domain with aqueous ions in solution.
The characters of the phase boundaries separating these domains in Pourbaix diagrams are de-
termined by the mechanisms of the corresponding transitions. Four types of phase boundaries
appear in Pourbaix diagrams, as shown in the Ti Pourbaix diagram (Figure 2) and described next.
In addition, the boundary lengths and positions are determined by the formation energies; for
this reason, variations in Pourbaix diagrams are expected when variations in the accuracy of such
energies are large.

2.2.1. Horizontal phase boundary. A transition between two materials’ phases will appear as
a horizontal phase boundary when there is a change only in the cation valence but not in the
number of anions (oxide ions), e.g., the reactions of Ti → Ti2+ + 2e−, Ti2+→Ti3+ + e−, and
TiO2 → (TiO2)2+ + 2e−. The reaction chemical potential �μ (in electron volts) can be expressed
as

�μ = μp − μr − neeUp,

where μp and μr are the chemical potentials of the product and reactant, respectively, and ne is the
number of evolved electrons, i.e., the number of electrons to complete the half-cell reaction at a
single time (equal to the increase in cation valence). In these two reactions, the products [Ti2+ and
(TiO2)2+] are the oxidized species being compared to their corresponding reactants (Ti and TiO2,
respectively), whereas in the reactions discussed below, the reactants may bemore oxidized than or
have the same cation valences as the products.When the energy unit of kilojoules per mole is used
instead of electron volts, the constant e should be replaced by the Faraday constant F (= eNA =
9.649 × 105 C mol−1, where NA is the Avogadro constant 6.022 × 1023 mol−1), which is also the
same for the following related formula. At the condition of �μ = 0, the derived critical electrode
potential Up = (μp − μr )/(nee) is thus independent of solution pH, resulting in the horizontal
phase boundary.

2.2.2. Vertical phase boundary. A vertical phase boundary corresponds to a phase transition
without a change in oxidation state of the cation, e.g., the reactions of TiO2+ + H2O → TiO2 +
2H+ and TiO2 + H2O → (HTiO3)− + H+. The associated reaction chemical potential �μ (in
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electron volts) can be expressed as

�μ = μp − μr − μH2O − nHkBT ln(10)·pH,

where,μH2O is the standard chemical potential of water and nH is the number of H+ ions produced

in the reaction. When the energy unit of kilojoules per mole is used instead of electron volts, the
Boltzmann constant kB should be replaced by the gas constant R (= NAkB = 8.314 J mol−1 K−1).
At �μ = 0, the derived critical solution pH [(μp − μr − μH2O)/(nHkBT ln(10)] is independent of
Up, resulting in a vertical boundary at this pH.

2.2.3. Positive-slope phase boundary. When the cation valence decreases but the number of
anions increases in a phase transition, the phase boundary will have positive slope dUp/dpH > 0.
In Figure 2, this corresponds to the reactions of Ti2+ + xH2O + 2(1 − x)e−→TiOx + 2xH+ and
(TiO2)2+ + H2O + 2e−→(HTiO3)− + H+, where x is the O/Ti ratio in the interstitial Ti oxides
(TinO, x = 1/n < 1). For these transitions,

�μ = μp − μr − nH2OμH2O + neeUp − nHkBT ln(10) · pH,

where nH2O and ne are the numbers of H2O and electrons on the reactant side of the reac-
tion, respectively. At �μ = 0, the derived critical Up is dependent on pH with a positive slope
of dUp/dpH = nH

nee
kBT ln(10) > 0.

2.2.4. Negative-slope phase boundary. The slope dUp/dpH of a phase boundary is negative
when both the cation valence and the anion number synchronously increase in the reaction. Such
phase boundaries are the most abundant type to appear in Pourbaix diagrams, because the solution
becomes more oxidizing with increasing pH. In other words, atomic oxygen has a lower stability
in a less acidic (or more alkaline) solution, which is expressed as

μO = μ(H2O) − 2μH+ − 2μe− = μH2O + 2eUp + 2kBT ln(10) · pH. 1.

Thus, a material tends to be further oxidized (i.e., to a higher cation valence) with increasing pH
of the solution. The typical reactions are Ti + xH2O → TiOx + 2xH+ + 2xe− (electrochemical
metal oxidation) and Ti2+ + 2H2O → TiO2 + 4H+ + 2e− (electrochemical oxide precipitation),
where the TiOx can be an interstitial oxide (TinO, x = 1/n < 1) or a Magnéli oxide (TinO2n−1,
x = (2n− 1)/n ∈ [1, 2]). The reaction chemical potentials are expressed as

�μ = μp − μr − nH2OμH2O − neeUp − nHkBT ln(10) · pH.

The derived critical Up at �μ = 0 is dependent on pH with slope dUp/dpH = − nH
nee
kBT

ln(10) < 0.

2.3. Additional Considerations

Apart fromUp and pH, many other environmental factors are also critical for assessing the elec-
trochemical stability of materials; these factors include solution composition, aqueous ion concen-
tration [I], and temperature (30–37, 50–52). The variations of Pourbaix diagrams with respect to
these parameters can provide much useful information about materials performance and behavior
under realistic electrochemical environments. Some related principles and examples using these
additional considerations are described below.
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The stability, manifesting as the phase area, of aqueous ions always decreases with increasing
[I] (30), which is well exemplified by the reduction in the phase areas of Ti2+, Ti3+, and (TiO)2+

in the Ti Pourbaix diagram in Figure 2a ([I] ∈ [10−9, 10−3] M). This trend can be understood
from the expression of μI (53) given by μI ([I]) = μ0

I + kBT ln([I]), where μ0
I (in electron volts) is

the chemical potential at the standard concentration (i.e., 1.0 M). Here [I] is used to approximate
the aqueous ion activity. At a higher [I], the aqueous ions become more crowded and are then less
stable in solution (i.e., have higher μI ), making it easier to extract them out of solution to form
condensed (solid) materials.

In some situations [e.g., nuclear facilities (54)], the active solid-state materials will be in contact
with high-temperature solutions. Researchers have used some efficient empirical models to obtain
the temperature-dependent chemical potentials of solids and aqueous ions by extrapolating from
the free energies at low temperatures, and those temperature-dependent chemical potentials
are then used to produce temperature-dependent Pourbaix diagrams (31–33, 36, 50–52). With
increasing temperature, some oxides (e.g., NiO and Cr2O3) may become more stable, indicating
their enhanced growth on related metal surfaces by heating (31–33, 51, 52). In contrast, TiO2

and Ni(OH)2 have lower electrochemical stabilities (32, 52), indicating possibly severe corrosion
issues in hot water for both these compounds and the metal substrates that they are protecting.
In addition, the stability of Fe2O3 is enhanced by heating at [I] = 10−6 M but is weakened at
[I] = 10−8 M (31), while the stability of Co(OH)2 is weakened at [I] = 10−6 M and enhanced
only at a high [I] = 10−2 M (50). Therefore, the thermal effects on the electrochemical stability
(corrosion behavior) of materials depend sensitively on the type of material and environmental
conditions. To quantitatively understand and predict the temperature-dependent electrochem-
istry with high accuracy, more advanced theoretical calculations, such as those based on DFT,
and comparative experimental measurements are required in the future.

In various realistic environments, the solution usually exhibits a complex chemical composition
in whichmany corrosive agents may coexist; for example,Cl−, SO2−

4 in seawater and protein/sugar
molecules in vivo in the human body are active (10, 12, 19–21, 23, 24, 28). To account for the ef-
fects of these environmental agents, the reactions of these agents with the materials under study
should be additionally considered when simulating electrochemical stabilities (34, 35, 37). For
complex aqueous ions and solid compounds, both state-of-the-art DFT calculations and experi-
mental measurements on their electrochemical behaviors are also largely lacking, which may im-
pede the assessment of model accuracies with the aim of designing novel materials (55) operating
under realistic conditions from first principles.

2.4. Pourbaix Diagrams from Density Functional Theory

The application of DFT for simulating Pourbaix diagrams is depicted by the workflow shown in
Figure 3. This DFT workflow consists of three major parts:

1. formulation of the needed reaction chemical potentials (�μ);
2. collection of the experimental standard chemical potentials of aqueous ions (μ0

I ); and
3. calculation of the formation free energies (�fG, or standard chemical potentials) of solids,

including vibrational contributions.

The constructed formula and collected or calculated energies are then combined together to assess
the relative stabilities of all the materials phases at each electrochemical condition (in terms of pH
andUp). After scanning through the phase space of interest and determining the stable compound
or ion at a given pH andUp pair, one can finally generate the Pourbaix diagram.
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Figure 3

Workflow chart describing how one can simulate Pourbaix diagrams using density functional theory (DFT) free energies of formation
for solid compounds. Most DFT simulation approaches follow this workflow, with the main difference among implementations
concerning whether or not the DFT energies are modified in some way as indicated in the box “Apply correction?”. Following the box
“Apply correction?”, the solid arrow and the dashed arrow indicate the avoidance and usage, respectively, of ad hoc energetic
corrections to the DFT energies. Adapted with permission from Reference 41. Copyright 2015, American Physical Society.

In many previous Pourbaix diagrams (30–37, 50–52), only the experimental chemical potentials
for both solid compounds and aqueous ions were used. However, investigations of the available
databases for experimental energies (30–33, 56–60) revealed that, although the experimental ener-
gies for regular aqueous ions—such asM2+/3+, whereM is a 3d transition metal ranging from Cr
through Ni—exhibit quite small deviations among different databases (e.g., usually at ∼0.02 eV
and infrequently at∼0.1 eV), the experimental data for solid-state compounds always exhibit large
deviations [e.g.,∼0.3–1.6 eV per formula unit for many oxides and (oxy)hydroxides of these met-
als]. This large uncertainty in the experimental energies usually originates from the measurement
methods [e.g., combustion (60)] used to derive the formation free energies of solid compounds.For
example, during a combustion process, many inevitable technical and often unintentional physical
issues arise that tend to lend uncertainty to the free energies (41, 48); these factors include un-
controllable (inhomogeneous) temperature, defect generation and contamination, mass loss, and
heat measurement error. For example, the high concentration of defects makes NiO samples syn-
thesized by the flame-fusion method (61) appear blackish in color, in contrast to the well-known
greenish color for pristine NiO. In addition, it is important to point out here that the Pourbaix
diagrams for some materials using experimental energies can be inconsistent with various electro-
chemical phenomena directly observed at low (room) temperature, which is further discussed in
Section 3. As a state-of-the-art computational method, DFT is expected to become an alternative
approach for obtaining accurate energies for solid-state materials and facilitating reliable Pourbaix
diagram generation.

Since the birth of DFT in 1964 (62, 63), there have been various density functionals proposed
to approximate the exact nonlocal electronic exchange and correlation, with the aim of calculating
materials properties accurately in efficient or tractable ways (64–66). There are local local density
approximation (LDA) functionals (67, 68), semilocal generalized-gradient approximation (GGA)
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PBE: Perdew-Burke-
Ernzerhof

PBEsol: Perdew-
Burke-Ernzerhof
revised for solids

TPSS: Tao-Perdew-
Staroverov-Scuseria

revTPSS:
revised TPSS

MS2: made simple

SCAN: strongly
constrained and
appropriately normed

PBE0: PBE exchange
mixed with 25%
Hartree-Fock (HF)
exact exchange

HSE: Heyd-Scuseria-
Ernzerhof with
screened HF exchange

functionals [e.g., Perdew-Burke-Ernzerhof (PBE) (69) and Perdew-Burke-Ernzerhof revised for
solids (PBEsol) (70)], metaGGA functionals [e.g., Tao-Perdew-Staroverov-Scuseria (TPSS) (71),
revised TPSS (revTPSS) (72), made simple (MS2) (73), and strongly constrained and appropri-
ately normed (SCAN) (74)] with the electronic kinetic energy used to describe the nonlocal elec-
tronic exchange, and hybrid functionals [e.g., B3LYP (75, 76), PBE exchange mixed with 25%
Hartree-Fock (HF) exact exchange (PBE0) (77), and Heyd-Scuseria-Ernzerhof with screened HF
exchange (HSE) (78–81)] with nonlocal electronic exchange partially included. The description
of exchange and correlation effects improves upon going from LDA to GGA, metaGGA, and the
hybrid methods, and the theoretical accuracy generally (but not always) increases. In contrast,
the computational expense increases considerably; e.g., the metaGGA (hybrid) method requires
one order (two orders) of magnitude more CPU hours than do the conventional LDA and GGA
methods. Additional details of the intricacies of and advances in density functional methods can
be found in References 82 and 83.

For materials with strong electronic correlation (e.g., transition metal oxides), a DFT imple-
mentation using a static mean-field on-site Hartree-Fock approximation through the so-called
DFT plus Hubbard U (DFT + U ) method (84, 85) is also frequently used to calculate the elec-
tronic structure accurately with an efficiency equivalent to that of GGA functionals. The addi-
tion of the parameter U changes the reference of the electronic potential, and the as-calculated
electronic energy always increases with increasingU , resulting in a likely underestimation of the
formation energy for correlated oxides. To solve this DFT +U complication, an ad hoc correc-
tion to diatomic O2 (86–89) or the metal elements (90, 91) should be used to lower the compound
formation energy. Finally, in this approach, the reported experimental energies are then used as
criteria to fit theU value, in the presence of that ad hoc correction.

When DFT +U are used for electrochemical situations (53), the chemical potentials of aque-
ous ions also need additional ad hoc corrections to make the dissolution energies of oxides com-
parable to those of the experimental data. These energetic corrections involved in the DFT +U
calculations correspond to the box “Apply correction?—Yes” in the workflow diagram in Figure 3.
The high efficiency of DFT +U makes it possible to calculate the Pourbaix diagrams of a large
number of materials in a high-throughput manner (49, 53, 92) and in complicated nanoparticle
systems (93, 94).

An alternative to the DFT + U method and its many accompanying ad hoc energetic cor-
rections is to use the ab initio DFT method and a correction-free approach (see the box “Apply
correction?—No” in Figure 3). This approach can be realized when one chooses an accurate den-
sity functional [see the box “Select an exchange-correlation potential (Vxc)” in Figure 3], which
makes the calculated thermodynamic energies for solid compounds free of any influence by the
existing experimental data—at this point the scheme becomes fully first principles. As mentioned
above, the experimental energies may be inaccurate with errors ranging from 0.3 to 1.6 eV/f.u.
for many transition metal compounds (oxides, hydroxides, and oxyhydroxides), and such experi-
mental error will be transferred into the theoretical simulation when using DFT + U . In other
words, DFT energies are “corrected” to fit inaccurate data. Thus, a correction-free original DFT
approach is preferred. Furthermore, the correlated electronic interactions are sometimes oversim-
plified by the mean-field on-site model in DFT + U , which fails for many materials with delo-
calized or nonlocal electronic correlation and high-degree orbital hybridizations (95). In contrast,
these complex electronic interactions may be well captured by the metaGGA and hybrid methods
with nonlocal electronic potentials. A comprehensive evaluation and understanding of the perfor-
mances of different DFTmethods for simulating electrochemical properties of different materials
classes still require much computational effort in the future.
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3. ELECTROCHEMICAL PHASE DIAGRAMS OF BULK MATERIALS

Here we discuss the application of the correction-free first-principles approach (Figure 3) for
Ni and Fe Pourbaix diagrams. The DFT-calculated Ni Pourbaix diagram (48, 95) systematically
explains various electrochemical observations appearing both over the past few decades and more
recently with modern electrochemical measurements. Studies comparing these DFT diagrams
with traditional Pourbaix diagrams obtained using experimental free energies of formation �fG
for solid compounds suggest that it is more meaningful to compare simulated Pourbaix diagrams
with electrochemical observations rather than with derived phase diagrams.The success in under-
standing the Ni Pourbaix diagram has motivated studies of the Fe Pourbaix diagram (96), which
is of especially high importance for the corrosion field. The DFT-based Fe Pourbaix diagram is
also consistent with many electrochemical measurements and has helped revise the interpretation
of some recent X-ray diffraction (XRD) results for Fe samples with corrosion-resistant polymer
coatings (97, 98). Furthermore, both the Ni and Fe Pourbaix diagrams have broad implications;
they are useful for explaining many fluid-driven phenomena active during the evolution of Earth’s
crust (15).

3.1. Improved Ni Pourbaix Diagrams

Figure 4a shows the electronic energies of formation (�fEe) forNi oxides, hydroxides, and oxyhy-
droxides calculated using various DFT methods (LDA, PBE, PBEsol, revTPSS, MS2, and HSE)
(95). It is well known that the most stable oxide under ambient conditions is NiO (48), and only
MS2 and HSE reproduce NiO to be the correct lowest-energy phase. The dramatic differences
between the�fEe values from different DFTmethods also indicate the important role of nonlocal
electronic exchange in calculating accurate thermodynamic energies for materials with localized
3d electrons (95). The free energies of formation (�fG) at the standard atmosphere condition (i.e.,
298.15 K and 1 bar) fromMS2 andHSE are compared with the experimental values in Figure 4b,
and these values deviate from each other. It can also be seen that the HSE and experimental �fG
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Figure 4

(a) Electronic energies of formation (�fEe) for various Ni compounds calculated using different DFT methods and (b) free energies of
formation (�fG) from the MS2 and HSE06 methods, where the expt �fGs are compared. In each case, the level of DFT at which the
electronic energies are calculated is given by the method specified, and the vibrational free energies at room temperature are obtained
using only the DFT-PBEsol method since the vibrational energies are less dependent on the selected exchange-correlation functional.
Abbreviations: DFT, density functional theory; expt, experimental; HSE, Heyd-Scuseria-Ernzerhof with screened Hartree-Fock
exchange; LDA, local density approximation; MS2, made simple; PBE, Perdew-Burke-Ernzerhof; PBEsol, Perdew-Burke-Ernzerhof
revised for solids; RTPSS, revised Tao-Perdew-Staroverov-Scuseria. Adapted with permission from Reference 95. Copyright 2017, IOP
Publishing.
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values present similar qualitative chemical trends in oxides and (oxy)hydroxides, despite the con-
siderable quantitative difference of �0.3 eV/atom.

The Ni Pourbaix diagrams simulated using the HSE and experimental �fG values at a moder-
ate [I] of 10−6 M are shown in Figure 5a,b. All Pourbaix diagrams using the �fG values by other
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Figure 5

Ni Pourbaix diagrams (at room temperature and [I] = 10−6 M) simulated using (a) density functional theory (DFT) and
(b) experimental (expt) free energies of formation (�fG), where the pH range for stability against dissolution (cross-capped dotted blue line)
and oxidation potentials (blue triangles) of Ni(OH)2 and NiO are indicated, and (c,d) the direct expt measurements of the
electrochemical impedances for the Ni samples exposed to solutions at pH values ranging from 2.9 to 14 and [I] values ranging from
10−6 to 10−3 M or not controlled (n.c.). The Nyquist plots (voltage frequency ω = 105 ∼ 10−3 Hz) of the measured electrochemical
impedances are shown in panel c. The inset in panel c enlarges the result at pH = 2.9. The measured pH-dependent |Z|
(at ω = 10−2 Hz) is shown in panel d, which is compared with the simulated dissolution boundaries of NiO using the DFT and expt
�fG values. Adapted with permission from Reference 48. Copyright 2017, American Chemical Society.
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DFT methods (95) incorrectly indicate unstable NiO and Ni(OH)2 due to the underestimated
electronic/free energies of formation (Figure 4a,b). Because DFT-HSE calculations show that
NiO is more stable than Ni(OH)2 by 0.13 eV under electrochemical conditions, NiO is excluded
in the modeling of the phase diagram to reveal the phase domain of the metastable Ni(OH)2, as
shown in Figure 5a. The first-principles Pourbaix diagram can explain many known electrochem-
ical phenomena not accounted for in the experimental diagram obtained from the experimental
energies (48):

� NiO and Ni(OH)2 have very similar electrochemical stabilities, which explains their ubiq-
uitous coexistence in electrochemical conditions. Upon immersion of a Ni electrode into a
solution, although the Ni(OH)2 passivating layer always forms quickly on the surface, due
to its higher kinetic activity it is always followed by a slower Ni(OH)2–NiO transformation
and the continuous formation of a NiO layer underneath. These behaviors indicate the rel-
atively higher electrochemical stability of NiO. This behavior is consistent with the DFT
result but contradicts the known diagram simulated using experimental �fGs.

� NiO and/or Ni(OH)2 should be stable in solutions at pH � 5, which is consistent with the
DFT-based Ni Pourbaix diagram. In contrast, the experiment-based diagram considerably
underestimates the stability domain at pH values ranging from 8.7 to 12.7.

� The Ni(OH)2–NiOOH transition is an important process for the electrolysis of water, and
the transition potential has been measured to be between 0.5 and 1.0 V at pH ∼ 14. This is
consistent with the phase boundary at 0.75 V in the presented DFT-HSE-based Pourbaix
diagram, while in the experiment-based diagram, NiOOH is not even stable. (Note that
DFT Pourbaix diagrams constructed from local density functionals would also incorrectly
locate the boundary.)

To further assess the accuracy of theDFT-based Pourbaix diagram, electrochemical impedance
spectroscopy was performed to measure the formation of NiO and Ni(OH)2 on Ni electrodes
exposed to various buffered solutions at pH values ranging from 2.9 to 14 (48). The mea-
sured frequency-dependent impedances (real part Z′ and imaginary part Z′′) and the absolute
impedances (|Z|) at a low frequency are shown in Figure 5c,d. The |Z|–pH relationship clearly
indicates that the dissolution boundary of the passivating layer should reside at a pH between 3
and 5, which is consistent with the DFT phase boundaries of NiO and Ni(OH)2, while the exper-
imental �fG values lead to incorrect locations of these boundaries. In addition, surface-enhanced
Raman spectroscopy has been used to characterize the passivating layer on Ni, confirming the
coexistence of NiO and Ni(OH)2 (48).

3.2. Improved Fe Pourbaix Diagrams

The Fe Pourbaix diagrams simulated at the DFT-HSE level (at a moderate [I] = 10−6 M) and
the experimental �fG values are shown in Figure 6a,b and are reproduced from Reference 96.
There are two major differences between the DFT- and experiment-based diagrams: (a) Fe3O4

dominates over Fe2O3 in the DFT diagram, while it is reversed in the experimental one, and
(b) the oxide has a lower dissolution pH value in the DFT diagram. These dramatic differences
make it possible (and straightforward) to assess the reliability of the two diagrams by using available
experimental observations.

Fe3O4 forms quickly under aqueous conditions, while Fe2O3 is undetected in as-grown Fe3O4

products. Nonetheless, Fe2O3 can be obtained by further aeration plus heating (99–101). During
the geological processing of ultramafic rock, which is driven by aqueous fluids, Fe3O4, but not
Fe2O3, is found as the secondary phase formed from the primary olivine mineral (15). Such

64 Huang • Scully • Rondinelli

A
nn

u.
 R

ev
. M

at
er

. R
es

. 2
01

9.
49

:5
3-

77
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

 A
cc

es
s 

pr
ov

id
ed

 b
y 

N
or

th
w

es
te

rn
 U

ni
ve

rs
ity

 o
n 

11
/1

1/
19

. F
or

 p
er

so
na

l u
se

 o
nl

y.
 



MR49CH03_Rondinelli ARjats.cls June 1, 2019 7:44

d

–2 0 2 4 6 8 10 12 14 16
–1.5

1.5

–0.5

0.5

–1.0

0

1.0

2.0
a

El
ec

tr
od

e 
po

te
nt

ia
l (

V
)

pH

DFT ΔfG
FeO4

2–
Fe2O3

Fe3+

Fe2+

Fe
FeO

Fe3O4

–2 0 2 4 6 8 10 12 14 16
–1.5

1.5

–0.5

0.5

–1.0

0

1.0

2.0
b

El
ec

tr
od

e 
po

te
nt

ia
l (

V
)

pH

Expt ΔfG
FeO4

2–

Fe3+

Fe2+

Fe

Fe2O3

Fe3O4

2H2O → O2 + 4H+ + 4e–

2H2O + 2e– → H2 + 2OH–

2H2O → O2 + 4H+ + 4e–

2H2O + 2e– → H2 + 2OH–

HFeO2
–

Randomly
dispersed
h-BN

PBA

Fe oxide
layer

c e   
Fe

20 30 40 50 60 70 80 90

In
te

ns
it

y 
(a

.u
.)

2θ (°)

2.0 wt%

1.0 wt%

0.5 wt%

0 wt%

(1
10

) (1
10

)

(2
14

)

(2
11

)

(2
00

)

20 30 40 50 60 70 80 90

In
te

ns
it

y 
(a

.u
.)

2θ (°)

2.0 wt%

1.0 wt%

0.5 wt%

0 wt%

(2
20

)
(3

11
)

(4
40

)

(4
40

)

(1
10

)

(5
11

)

(2
11

)

(2
00

)

Fe2O3 FeOOH Fe Fe3O4 Fe3O4 (new)Original Revised

Figure 6

(a,b) Fe Pourbaix diagrams simulated using (a) density functional theory (DFT) and (b) experimental (expt) free energies of formation.
Panels a and b adapted from Reference 96. (c) Schematics showing the experimental samples with a Fe oxide layer formed between a Fe
metal substrate and epoxy coating [a compound with boron nitride (BN) and poly(2)butyl aniline (PBA)]. (d,e) The measured X-ray
diffraction spectra for the corroded samples (BN contents at ∼0–2 wt% of the coatings) with the peaks (d) assigned in the original
publication (98) and (e) revised here. Panels c–e adapted with permission from Reference 98. Copyright 2018, Elsevier B.V.

evidence in both electrochemical and geological fields supports the higher electrochemical stabil-
ity of Fe3O4 relative to Fe2O3 as exhibited in the DFT-based Fe Pourbaix diagram in Figure 6a.
The well-known iron rust formed in humid environments (water plus air) usually consists of a
hydrated form of Fe2O3, which may also indicate the relatively low stability of pristine Fe2O3

against structural defects when in contact with water. It has also been observed that Fe3O4 is
stable at pH � 3.5 (99, 100, 102, 103), consistent with its dissolution boundaries at pH � 3.4 (at
Up = 0 V) for [I] � 10−3 simulated using DFT �fG values. In contrast, the experimental �fG
values lead to the dissolution boundaries of Fe3O4 at pH values of approximately 5.5 and greater
(Figure 6b), considerably deviating from the directly observed dependencies.

The DFT-based Fe Pourbaix diagrams can be used to reinterpret characterization results of
recent experiments on Fe samples with corrosion-resistant polymer coatings (see the schematic in
Figure 6c) (97, 98). The corroded samples were characterized using XRD, and peaks in the XRD
patterns were originally ascribed to the Fe substrate, Fe2O3, and FeOOH (Figure 6d). According
to the first-principles DFT-based Fe Pourbaix diagram, however, Fe3O4 should be the most stable
oxide to form.Guided by this knowledge, one can examine the XRD patterns in detail for standard
Fe metal, Fe2O3, Fe3O4, and FeOOH (104–106), and it is found that the XRD peaks in Figure 6d
are better explained by the peak assignments assuming the presence of only Fe and Fe3O4. The
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revised XRD interpretation is shown in Figure 6e, where additional weak intensity peaks arising
from Fe3O4 are now indicated. The oxide layer still plays an important role in the corrosion
resistance of coated Fe (97, 98), and a precise understanding of its composition will be especially
helpful for further optimizing the corrosion resistance of Fe-based structural materials.

4. ELECTROCHEMICAL PHASE DIAGRAMS OF DEFECTIVE SYSTEMS

Apart from the pristine bulk systems discussed above, there aremany defectivematerials consisting
of surfaces and point defects, and these low-dimensional defects are intimately involved in the
electrochemical behaviors (active mechanisms) of realistic materials. The control of these defects
is also a critical factor to consider when optimizing the corrosion resistance of materials. As an
atomistic simulation tool, DFT is an effective approach to disentangle the multiple microscopic
processes underlying an electrochemical behavior, because it can effectively integrate out degrees
of freedom. To that end, DFT studies are important for making progress in understanding the
complex phenomena of corrosion, with the aim of making useful composition-structure-stability
relationships.Here we highlight advances in the development and application ofDFTmethods for
calculating and understanding the electrochemical stabilities of surfaces, adsorbates on surfaces,
and point defects.

4.1. Surface Systems

The interaction of materials with their environments occurs at surfaces, and many chemical/
physical processes happening at surfaces (e.g., molecule dissociation, atom/molecule adsorption,
surface dissolution, and defect diffusion) are of importance for variousmaterials applications (9, 14,
23, 26, 28, 29, 107–109). Surface parameters such as morphology and adsorption play important
roles in the oxidation (at high temperature) and corrosion (subject to electrochemical environ-
ments) of materials. In contrast, the state of the surface is determined by the intrinsic microscopic
interactions and extrinsic environmental factors.

The Pourbaix diagrams for surface systems were first established by Marcus & Protopopoff
(110–112), who used the measured thermodynamic energies to simulate the Pourbaix diagrams of
S and O adsorbates on various metal surfaces (e.g., Cr, Fe, and Ni). Later, Taylor et al. (113) used
DFT to calculate the reaction energies of H2O, OH, H, and O adsorbates on Cu nanoparticles
and surfaces, from which the nanoscale effect on the electrochemical stability of Cu against cor-
rosion and passivation was derived. In addition, DFT-based surface Pourbaix diagrams have been
constructed by Hansen et al. (114), who considered O, H, and OH adsorbates on the surfaces of
Ag, Pt, and Ni, as these metals represent a class of superior catalysts.

The calculations of the necessary reaction chemical potentials (�μ) for the aforementioned
simulations can be exemplified by a reaction path involving the OH adsorbate

H2O + s → HO·s + H+ + e−,

where s and HO·s represent the surface without and with the HO adsorbate, respectively.
There are many surface parameters—e.g., crystalline orientation, geometry, vacancy, impurity,
and adsorption—that can be considered and represented by s here. For that reason, multiple sur-
face Pourbaix diagrams can be computed to assess the most important surface features affecting
electrochemical phase stability. The corresponding �μ is expressed as

�μ = μHO − μH2O − eUp − kBT ln(10) · pH,
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where the chemical potential (free energy of formation) of the HO adsorbate is calculated as

μHO = Ee(HO·s) − Ee(s) − 1
2
Ee(H2) − 1

2
Ee(O2) + �T,

where Ee is the electronic energy obtained using DFT and a suitable exchange-correlation func-
tional. The parameter �T is the thermal energetic correction due to the atomic vibrations and
molecular translations and rotations at finite temperatures (e.g., 25°C) (95). Similar reaction chem-
ical potentials as before, i.e., those dependent on pH and/orUp, were then established for all of the
considered adsorbates at different coverages and were used to generate, for example, the Pourbaix
diagrams for the adsorbates on Ag, Pt, andNi surfaces (114). These surface Pourbaix diagrams can
predict the type and optimal coverage of the most stable adsorbate at any specified electrochem-
ical condition. Such knowledge is powerful because surface adsorption is the precursor for many
ensuing reactions, including water electrolysis, oxidation, dissolution, and impurity/metal diffu-
sion; therefore, the differences in adsorbate type and coverage may result in completely different
active microscopic mechanisms governing the corrosion processes.

Persson et al. (53) also established a DFTmethod to calculate Pourbaix diagrams for nanopar-
ticles (using Pt as an example) with adsorbates (e.g., O and OH), as shown in Figure 7a. This
approach makes it possible to predict multiple electrochemical properties of nanoparticles by us-
ing a single Pourbaix diagram; such properties include the most stable adsorbate, the optimal ad-
sorbate coverage, the possible nanoparticle morphology, and the particle-size dependent stability.
The information gained from the DFT-based nanoparticle Pourbaix diagrams is especially useful
for the design, synthesis, and application of related nanoparticles (93, 94). In addition, on the basis
of the reaction of the LiFePO4 surface with solution as in lithium exchange, Persson et al. (53)
also calculated the evolution of particle morphology with the chemical potential of oxygen (μO;

a b
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Figure 7

(a) Pourbaix diagram for Pt nanoparticles with O and OH adsorbates (at room temperature and [Pt2+] = 10−6 M). The Pt, O, and H
atoms are represented by the blue (largest), red (medium), and white (smallest) spheres, respectively. (b,c) The evolution in LiFePO4
particle morphology at different oxygen chemical potentials. The surfaces with adsorbates of H, H2O, OH, and O2 are indicated by
green, blue, gray, and red, respectively. Here, the electronic energies are calculated using the density functional theory (DFT) +U
method, with the vibrational free energies omitted for simplicity. Adapted with permission from Reference 53. Copyright 2012,
American Physical Society.
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depends on pH, as determined from Equation 1), as shown in Figure 7b. The use of theory with
these model simulations is useful for predicting the catalytic, corrosion, and oxidation behaviors of
realistic samples, because different crystalline facets of solids often exhibit dramatically different
surface reactivities and interactions with environmental factors such as water. Indeed, the DFT
work on ZnO surfaces by Yoo et al. (115) is an important example of these dependencies. These
authors demonstrate that water has a strong stabilizing effect on the polarized surfaces of the ma-
terial. Furthermore, the potentiostat condition can be explicitly considered in the electrochemical
simulations using DFT (116), which is useful for studying surface electrochemical phenomena far
from equilibrium-like boundary conditions in materials that are sensitive to electric fields.

4.2. Point Defects

Metals in service are usually protected from extended oxidation and corrosion by the oxide layers
that spontaneously form on the surfaces, and the mass transport across the oxide layer is respon-
sible for both fast, early-stage (transient) oxidation and slow, late-stage oxidation (117–125). The
oxide growth rate and morphology are closely dependent on the defects participating in the mass
transport, and different types of migrating defects can result in different dynamical electric fields
across the oxide layer that affect oxidation. For that reason, external voltages can strongly affect
materials oxidation (126). Thus, to further optimize the corrosion resistance of functional metallic
materials in realistic conditions, it is necessary both to identify themost probable defects migrating
across the passivating oxide layer and to understand their kinetic dependencies.

The electronic structures, optical properties, and thermodynamic stabilities of defects in semi-
conductors have been intensively studied using DFT for decades (128–135). Recently, Todorova
&Neugebauer further extended these defect theories to study corrosion (127, 136, 137). The free
energy of formation (�fG) for a charged defect (Dq, where q is its charge) is expressed as (127)

�fG(Dq ) ≈ �fEe(Dq ) = Ee(Dq : host) − Ee(host) −
∑

i

�niμi + qEF,

where�fG is approximated by �fEe for simplicity,�ni is the change in the number of the i atomic
species involved in the defect generation and μi is its chemical potential in the reservoir, and EF

is the Fermi level indicating the electronic chemical potential of the electronic reservoir.
Panels a and b of Figure 8 show the �fG variations for the defects in ZnO with respect

to EF in Zn-rich conditions [with μO = �fEe(ZnO) − μ0
Zn] and O-rich conditions [with μZn =

�fEe(ZnO) − 0.5μ0
O2
], from which the most stable defects can be identified at each given con-

dition. The electrochemical phase diagram for the stable defects with respect to EF and μO are
shown in Figure 8c, which may be called a defect Pourbaix diagram because EF can be controlled
by electrode potential and μO is proportional to the solution pH given by Equation 1. In the ZnO
defect Pourbaix diagram, neutral oxygen vacancies, V0

O, are found to be the most stable defect
at low μO (e.g., at the metal–oxide interface), whereas charged zinc vacancies V2−

Zn (with neutral
oxygen interstitials, O0

i ) are found to be the most stable (secondary) defects at high μO (e.g., at
the oxide–electrolyte interface). Naturally, one would anticipate that, for example, a doubly neg-
atively charged oxygen vacancy, V2+

O , would mediate oxidation in electrochemically formed ZnO
films (the conventional view); however, these calculations support the finding that other defects—
including oxygen interstitials, O0

i , or neutral oxygen vacancies, V0
O (the revised view)—are crucial

for providingmass transport during oxidation of Zn.These conclusions based upon first-principles
defect Pourbaix diagrams are helping to revise the current understanding ofmass transport in ZnO
thin films on Zn metal substrates (Figure 8d,e), indicating the utility of defect Pourbaix diagrams
for studying corrosion.
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(a,b) Formation energies of point defects in ZnO in (a) Zn-rich and (b) O-rich conditions. (c) Electrochemical phase diagrams of point
defects in ZnO with respect to Fermi level EF (or electron chemical potential μe) and oxygen chemical potential μO. (d) Conventional
and (e) revised microscopic mechanisms for mass transport during the growth of the passivating zinc oxide layer. Here the electronic
energies and band structures are calculated at the DFT-HSE (density functional theory–Heyd-Scuseria-Ernzerhof with screened
Hartree-Fock exchange) level, with the vibrational free energies omitted for simplicity. Adapted with permission from Reference 127.
Copyright 2015, The Royal Society of Chemistry.

Apart from point defects, there exist many other complex/extended defect structures, as well as
the ubiquitous couplings between different defects (107, 108, 138, 139), for which the promising
applications of defect Pourbaix diagrams can be expected. In addition, the simulation method
can be readily transferred to study defect stability in other environmental conditions, e.g., dry
atmosphere. To realize functional properties in ceramic materials, the type and concentration of
defects have been controlled by tuning the electrode potential and atmospheric p(O2) (140, 141),
in which context the theoretical simulation requires a similar physical picture as that for defect
Pourbaix diagrams.

5. CONCLUSION

Corrosion has always been and will continue to be ubiquitous in our world and important
in fields of science and engineering. Electrochemical phase diagrams are an effective tool for
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understanding the thermodynamics of materials associated with corrosion and will continue to
become more powerful in the future for materials design and disentangling complex mechanisms
when computed using electronic structure methods. Above we review the basic principles of
electrochemical phase diagrams of materials and the application of DFT to their construction.
We emphasize that the recent developments of state-of-the-art first-principles methods now
make it possible to simulate electrochemical phase diagrams of both model systems (pristine bulk
materials) and realistic materials (those with surfaces, surface adsorbates, and point defects).

First-principles electrochemical phase diagrams can be utilized to solve problems where there
is ambiguity in interpretation, for example, when the experimental complexity and dynamics of
the system during corrosion or oxidation can lead to multiple equivalent semiempirical models.
This is often the scenario present experimentally, as corrosion problems involve diverse materials
phases and various microscopic events occurring at multiple spatial and temporal scales. Beyond
applications in pure water, O2, and H2, many other environmental agents—e.g., dissolved CO2,
H2S, Cl−, and organics—may interact with the solids and be relevant to the concerned corrosion
problems. Such intrinsic complexity to corrosion imposes a high-standard requirement on the
accuracy and capability of the first-principles methods used to model these responses. We hope
that the recent first-principles achievements reviewed here motivate the development of more
state-of-the-art electronic structure methods and their application for understanding materials
corrosion.

FUTURE ISSUES

1. Complex compositions of materials: Many alloys and transition metal compounds ex-
hibit intriguing physical and chemical properties (55, 125, 142–147), which arise from
complex interactions among the constituent elements. The result is that multiple known
or unknown nonequilibrium compositions and structures can form in a material during
its lifetime, and those phases will respond differently to the environmental factors con-
trolling corrosion. At present, it is challenging to simultaneously and accurately simu-
late all of the relevant phases, as well as the interactions/transitions between them, to
discern the main mechanisms involved in corrosion. To that end, applying and advanc-
ing first-principles approaches that can navigate and model such complex compositional
and structural phase spaces are of interest for making progress in the corrosion science
domain.

2. Complex compositions of solutions: The aqueous electrolytes in contact with materi-
als usually have complex compositions, and the electrochemical properties of metallic/
compound materials may sensitively depend on the solution composition. Many gases
(e.g., O2,H2, CO2, and H2S), Cl− and Cl−-containing species, and organics (e.g., sugars,
proteins, and contaminants) may be dissolved in various aqueous solutions (e.g., seawa-
ter, domestic water supplies, bodily fluids, and electrolytes for energy devices/facilities).
Appropriate and accurate DFT methods are required to calculate the complicated in-
teractions of these solution species with the targeted functional materials, as well as to
generate useful electrochemical phase diagrams reflecting these important interactions.
The related physical pictures established here can also be transferred to studymany other
complex environmental systems, e.g., nonaqueous battery electrolytes, ionic liquids, and
molten salts at high temperatures.
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3. Complex structural architectures: Realistic corrosion problems frequently involve ma-
terials with diverse nanoscale morphologies (26–29, 148). Heterogeneous nanoscale ar-
chitectures may lead to new roles and dramatically unexpected behaviors of defects, in-
terfaces, and surface adsorbates. To simulate such cases, the construction of plausible
models, the achievement of high simulation accuracy for large systems, and the huge
computational expense are foreseeable challenges.

4. Variable temperatures: Electrochemical stabilities of solid and aqueous systems at differ-
ent temperatures can find considerable direct uses inmany fields, e.g., oceanmaterials for
global climates. For solids, there have been many advances in DFTmethods for treating
thermodynamic properties, although high-order anharmonicities still remain expensive
to calculate (149). For aqueous systems, feasible methods, especially those that can ob-
tain accurate quantities that can be directly used to explain and design experiments, are
still lacking. Similar simulation methods or physical pictures established here will also
be useful for many other fields with high temperatures, e.g., superior molten salts in ex-
treme environments, next-generation nuclear reactors, and corrosion resistance of gas
turbines against exhaust products.

5. Complex electronic physics: Rare-earth systems have numerous superior physical prop-
erties and are important additives to a wide variety of materials. However, the unique
f orbital atomic physics lead to extremely complex electronic exchange and correlation
(150). Many successful applications of DFT (150, 151) and beyond approaches should
be further extended to treat materials for electrochemical purposes.

6. Beyond electrochemical diagrams to kinetics: In experiments, there are always variable
scales in time (e.g., from seconds to years) and space (e.g., from bulk down to sub-
nanometers). The corrosion behaviors may then be largely influenced or even deter-
mined by many complex and joint kinetic processes with multiple temporal and spatial
scales. Examples in this context include diffusion and phase transitions in metals and
oxides; reactions at the metal–oxide, metal–electrolyte, and oxide–electrolyte interfaces;
and ion/molecule mobility and transformations in aqueous solutions, for which DFT
may need to combine with other models [e.g., the kinetic Monte Carlo method (28)] for
effective simulations. Constructing appropriate physical models and performing accu-
rate and efficient computations are quite challenging. In addition, reliable Pourbaix dia-
grams can provide very critical thermodynamic information (e.g., about the most impor-
tant compounds, surfaces, adsorbates, and defects), which may substantially help avoid
the simulation of unimportant kinetic steps.
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