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ABSTRACT

System Design and Verification of the Precession Electron Diffraction Technique

Christopher Su-Yan Own

Bulk structural crystallography is generally a two-part process wherein a rough starting struc-
ture model is first derived, then later refined to give an accurate model of the structure. The
critical step is the determination of the initial model. As materials problems decrease in length
scale, the electron microscope has proven to be a versatile and effective tool for studying many
problems. However, study of complex bulk structures by electron diffraction has been hindered
by the problem of dynamical diffraction. This phenomenon makes bulk electron diffraction very
sensitive to specimen thickness, and expensive equipment such as aberration-corrected scatting
transmission microscopes or elaborate methodology such as high resolution imaging combined
with diffraction and simulation are often required to generate good starting structures.

The precession electron diffraction technique (PED), which has the ability to significantly
reduce dynamical effects in diffraction patterns, has shown promise as being a “philosopher’s
stone” for bulk electron diffraction. However, a comprehensive understanding of its abilities
and limitations is necessary before it can be put into widespread use as a standalone technique.
This thesis aims to bridge the gaps in understanding and utilizing precession so that practical
application might be realized.

Two new PED systems have been built, and optimal operating parameters have been eluci-
dated. The role of lens aberrations is described in detail, and an alignment procedure is given
that shows how to circumvent aberration in order to obtain high-quality patterns. Multislice
simulation is used for investigating the errors inherent in precession, and is also used as a ref-
erence for comparison to simple models and to experimental PED data. General trends over
a large sampling of parameter space are determined. In particular, we show that the primary
reflection intensity errors occur near the transmitted beam condition and decay with increasing
angle and decreasing specimen thickness. These errors, occurring at the lowest spatial frequen-
cies, fortuitously coincide with reflections for which phases are easiest to determine via imaging
methods. A general two-beam dynamical model based upon an existing approximate model is
found to be fairly accurate across most experimental conditions, particularly where it is needed
for providing a correction to distorted data. Finally, the practical structure solution procedure
using PED is demonstrated for several model material systems.
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Of the experiment parameters investigated, the cone semi-angle is found to be the most
important (it should be as large as possible), followed closely by specimen thickness (thinner
is better). Assuming good structure projection characteristics in the specimen, the thickness
tractable by PED is extended to 40-50 nm without correction for complex oxides. With a
forward calculation based upon the two-beam dynamical model (using known structure factors),
usable specimen thickness can be extended past 150 nm. For a priori correction, using the
squared amplitudes approximates the two-beam model for most thicknesses if the scattering
from the structure adheres to psuedo-kinematical behavior. Practically, crystals up to 60 nm
in thickness can now be processed by the precession methods developed in this thesis.
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Three possible outcomes of the solution search between sets S and Sy using iterative
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Flowchart of the feasible sets '98 (fs98) direct methods algorithm.
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Diffracted beams that meet the Bragg condition (equation 1.14) are necessarily in
the same condition to be rediffracted back into the incident beam. Demonstrated
here for two beams, this is the origin of dynamical diffraction.

Probability histogram of the product FgF_g for (a) centrosymmetric and (b)
noncentrosymmetric (random) models of C32Cl;CuNg crystal. (c) and (d) are
similar centrosymmetric and noncentrosymmetric histograms for the triple product
FoFy F_g_y, for the same crystal. All structure factors calculated by multislice, ¢t =
5.264 nm. Taken from Hu et al. (2000) and Chukhovskii et al. (2001).

Normalized dynamical moduli of Fg plotted against g for the noncentrosymmetric
structure in figure 1.7(b) and (d). Friedel’s law is obeyed statistically for this
thickness (5.264nm).
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The schematic diagram of precession electron diffraction (PED). The beam is tilted
off zone by angle ¢ using the beam tilt coils and serially precessed through an angle
0 = 2mw. A complementary de-tilt is provided below the specimen by de-scan coils to
restore the zone axis pattern.

(a) Selected area DP of the [532] zone axis of magnesium orthovanadate (MgzV20Os).
(b) Precessed SADP of the same orthovanadate using a moderate precession
angle of 5.2 mrad to illustrate the effects. Several HOLZ annuli are apparent
and non-systematic effects in the ZOLZ are averaged into a radially diminishing
background. Note: Images (a) and (b) have identical exposure times, digitizing
conditions, and have received the same digital image processing, so they can be
directly compared.

Reciprocal space geometry in (a)  — y plane and (b) x — z plane. The beam
precesses about the z-axis maintaining constant ¢. In (b), the ZOLZ (bold dashed
circle) precesses about the z-axis.

Center precession pattern (a) is an integration of the simulated tilt series (contrast
inverted) that surrounds it forming an effective cone of illumination. (b) is the
non-precessed pattern. ¢ = 41lnm, ¢ = 24mrad, patterns represent structure factor
amplitudes.

a) Precession geometry schematic showing the relationship between ZOLZ and
FOLZ excitations. The distance z corresponds to the zero order zone radius; =y
corresponds to the usable diffraction radius in mrad. b) Plot of unit cell dimension
against usable diffraction radius v for various cone semi-angles. The lines describe
7, which decreases with ¢ and specimen unit cell thickness.

Precession geometry in a modern condenser-objective TEM with double deflection
coil system showing the path of the precessed transmitted beam. The objective
prefield acts as an additional condenser lens. Circle I is generated by the beam tilt
scan. De-scan collapses circle I down to point II.

Star of merced, formed by the unoptimized precession probe prior to full alignment.
The three-fold astigmatism term is dominant. Each lobe is roughly 25 nm. The
image was taken on a JEOL 2000FX retrofitted for precession.

The aberration function x(p) describes the deviation from the ideal round lens along
the projected direction of the aberrated ray. The aberrated ray deviates in angle
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a) Two-fold (potato chip) and b) three-fold (monkey’s saddle) aberration functions
(arbitrary units). These are the primary aberrations that require compensation in
conventional instruments.

An aberration function containing coefficients C1g, Ch2q, Cs0, and Cys, (mixed

in a respective ratio of 1:2:3:3). The effective aberration surface has rough 5-fold
symmetry. In the z-z section on the right, an odd-order function describes a region
of flat phase extended in the +z direction indicated by the arrows.

Overview diagram of the precession system.
Generic amplifier for driving an electromagnetic coil.

a) Simulated waveform for the H-9000 bipolar push-pull DS amplifier demonstrating
crossover distortion. At each zero-crossing point, there is a plateau in the waveform.
b) A precessed beam tilt pattern demonstrates how this distortion manifests in the
pattern: since x and y coils are out of phase by 90 a pinwheel pattern is generated.

Mixer-buffer circuit used to add precession capabilities to a deflector amplifier. The
first stage sums the normal microscope signal with the precession scan signal and is
followed by an inverting buffer stage that corrects phase and isolates the mixer from
downstream components. This circuit can be installed at point a in figure 2.10.

Precession software interface.

Precession patterns for 60 mrad cone semiangle (a) and 40 mrad cone semiangle (b).
Spiral distortions in the projector lens alter the shape of the spots and shifts their
position, preventing straightforward intensity measurement. Using a smaller cone
semi-angle gives an improved and easier to measure spot pattern.

Structure of (Ga,In)2Sn0O4 (GITO). In/Ga balls represent mixed occupancy sites.

Friedel errors (amplitudes). Most precession errors (circles) are less than 10% of
the amplitude and decrease with increasing amplitude. Non-precessed Friedel errors
have more scatter and often exceed 10% of the measured amplitude due to the
asymmetric sampling of relrods.

(a) Kinematical amplitudes pattern (radius proportional to amplitude) and (b)
experimental PED intensity pattern (radius proportional to intensity). The annulus
describing the range 0.25-0.75 A~! is bounded by the circles.

(a) Experimental precession amplitudes and (b) dynamical amplitudes plotted
against kinematical amplitudes calculated from the known structure. Amplitudes
shown are the square root of the measured intensity.

a) Four unique DM solutions generated from precession amplitudes. Reflections
below g = 0.25 A~! were excluded. b) Topographical map of solution 4. Well-defined
peaks above the noise floor correspond to atomic positions. c¢) DM solution from
dynamical dataset. No high resolution phases were used to generate these maps.
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3.6 DM solution from precession intensities (all reflections included).

3.7 Precession amplitudes (normalized) plotted against amplitudes calculated by
precession multislice.

3.8  Montage of amplitude reference plots for GITO. In each plot, the abscissa represents
kinematical amplitudes and calculated amplitudes are plotted along the ordinate.
The plots are arranged in order of increasing thickness and angle as indicated.

3.9  3-D surface plots of absolute amplitude error (Fg'” — Fém) against |g| and thickness.
(a) Dynamical (non-precessed) dataset errors showing particularly large error spread
within structure-defining reflections g C [0.25,1]. (b)-(e) Precession dataset errors
for ¢ = 10, 24, 50, and 75 mrad respectively. Experimental dataset parameters are
indicated in plot (c). (f) Scatter plot for 24 mrad showing that for realistic specimen
thicknesses (< 50 nm) almost all errors fall within the range [-0.2, 0.4].

3.10 R; for the GITO experimental datasets. Precession datasets have a clear global
minimum and indicating a nominal thickness of ~ 40 nm.

3.11 3-D surface plots of absolute amplitude error (Fg™? — F¥") against |g| for (a)
dynamical and (b) precession data. The ranges of g and ¢ match experimental
parameters from section 3.1. Errors are decreased from (a) to (b) and very little
oscillation of intensity occurs with increasing thickness. Granularity of ¢ is 3.17 A.

4.1  Reciprocal space geometry in (a) z — y plane and (b) x — z plane. The beam
precesses about the z-axis maintaining constant ¢. In (b), the ZOLZ (bold dashed
circle) precesses about the z-axis.

4.2 Intensity collected (Ig) and excitation error (sg) during the integration in the
kinematical model, plotted against azimuthal angle for a low-index reflection
(lg| = 0.1Rg, where Ry ~ ¢k = 0.96 A). Parallel illumination, with t = 100 A, ¢ =
24 mrad, 200 kV.

4.3 Scattered intensity (Ig) v. excitation error (sg). Thickness ¢t = 500. For the solid
curve {g = 1500 A and for the dashed curve &g = 500 A (intensities not to scale).
The binodal behavior occurs when ¢ > &g.

4.4  Equation 4.17 plotted for the three strongest reflections in GITO. The oscillation
periodicities are slightly different because the extinction distance g varies between
reflections. The extinction distances are 580 A, 660 A, and 780Afor the 401, 003,
and 206 reflections, respectively.

4.5  The squared sinc function (a) and the integral of the sinc function (b) plotted
against excitation error for a crystal thickness of 500 A. The integral converges
rapidly toward unity as indicated by the arrows: 98% of the intensity is sampled
when 5 oscillation periods are integrated, and 99% of the intensity is sampled by 10
oscillation periods.
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(a) The integration range Asg for reflection g located at © = Ry. Excitation error is
positive in the —z direction. (b) The scattered intensity over the range As from (a)
for a crystal with ¢ = 200 A and §g = 250 A.

The kinematical correction factor Cy;, for crystal thicknesses between 100 Aand
600A, for ¢ = 24 mrad. The correction factors behave nearly identically (with
scaling) for g < 1.8 A~1, corresponding to about twice the radius of the zeroth order
Laue zone (2Rp). Beyond 2R, the correction factor is inversely proportional to the
area within the tails of the relrod where there is very little scattered intensity, and
the correction factor blows up.

Comparison of the full correction factors Copearmn and CBiackman from table 4.1 plotted
against g. (a)-(c) Dynamical effects are small when ¢ is small, therefore the full
corrections converge to Ch;, and Cgj, respectively. The plots show that Cg; does not
match the Cp;, well at small thickness. (c) For larger tilt angle, Gjgnnes-Blackman
correction matches for g < Ry. Small peaks begin to appear on top of the geometry
term (whale-shaped curve) as thickness increases. (d) Correction Cpjackman matches
correction Copeqs, for large thickness because the periodicity within the relrod is very
small. The dynamical corrections (peaks) dominate the correction factor values.

Tableau of correction factor plots for the GITO system calculated for various cone
semi-angles and specimen thickness. The constituent plots represent Copegm V. g.
The plots in the 10 mrad row have a cutoff of g = 0.9 A~! because for small cone
semi-angle the correction factor blows up at high spatial frequencies.

Multislice amplitudes with correction factor Cy;, applied.

Plots of corrected amplitude v. kinematical amplitudes. Correction factors were
applied to datasets simulated from multislice (200 kV). All plots use correction
factor Copeam except row 10*, which uses Cpy (refer to table 4.1). 10 mrad corrected
datasets include only g < 0.8 A=! due to the ZOLZ limit 2Rj.

Detail plot of simulated intensities for t = 1268 A corrected using Copegm. The
distribution of the intensities with ¢ is indicated by symbol. Weak intensities from
the entire range of g contribute to the spread at low amplitude, showing that
dynamical effects are not strongly tied to spatial frequency (except in the continually
multiply-excited condition near the transmitted beam).

Multislice datasets corrected with Copegm using structure factors with 40% noise
added. The abscissa within each plot represents the true kinematical structure
factor. R-factors for these plots are given in table 4.3.

Flowchart for generating a starting structure model from a PED data set.

(a) Copeam correction factors calculated for GITO using true structure factors and
known experimental parameters ¢ =24 mrad and ¢t = 412A. (b) The experimental
amplitudes corrected by Copeqm V. true structure factor . (c) Intensities plotted
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against true structure factor for the GITO system. Black triangles correspond to
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(a) Direct methods potential map from amplitudes corrected for 2-beam effects
(Capeam correction factors, figure 5.1(b)). (b) Contour map of (a) with the atoms
overlaid. 105

[001] projection of the LaysCusMoQO12 structure model. In this model, the frustrated
structure alternates Mo-rich columns along the b-axis to ensure stoichiometry,
resulting in a doubling of the unit cell along a. 107

Experimental conditions for the LasCusMoO15 precession diffraction experiment.

The selected-area image (with precession off) is shown in (a). The specimen
morphology was a spike shape with thin region masked using the selected-area
aperture. The sample became very thick just outside of the masked region. With
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aberrations and SA errors. Incomplete integration and/or thickness sampling
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LasCuzMoOq; intensity diffraction patterns. (a) Kinematical pattern calculated from
the structure in figure 5.3. (b) Conventional on-zone zone-axis pattern (dynamical
dataset). The dataset had considerable tilt, so intensities are not symmetric. This

was exacerbated by large specimen thickness. (c) Precession pattern from the same
specimen region as (b) taken under the same specimen tilt conditions. Precession
angle was 20 mrad. 109

Direct methods solutions from PED on LasCusMoO13. The amplitude solution is
shown in (a) and the intensity solution is shown in (b). The frustrated structure
suggested in Griend et al. (1999) has been replaced with a disordered structure

that includes. The cation positions are localized and show that the mixed Cu/Mo
tetrahedra. 111

Amplitude diffraction patterns from (AlSiOs. (a) Conventional DP and (b)
precessed DP (¢ = 36 mrad). The amplitude ordering in the precession pattern

is more distinct. Additionally, the forbidden reflections (odd-order (001)-type
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Potential maps from direct methods for Andalusite. (a) Map from conventional
amplitudes. (b) Map from high-pass filtered PED amplitudes. Contour plots are
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(a) The block diagram for the system described by equation A.1. The Bode plot for
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(inverting) operational amplifier circuit configurations. 128
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(a) Full-wave 48V LC unregulated supply. (b) The current and through the inductor
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300ms. 130
BD STB circuit, Hitachi H-9000. Courtesy of Hitachi High Technologies. 133
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Revised coil driver circuit, based around the OPA544T power operational amplifier. 136

The hardware for the first-generation precession instrument installed on the Hitachi
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